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Introduction
Gestational diabetes mellitus (GDM) is a major preg-
nancy-related disorder that affects fetal and maternal 
health, causes preterm labor, and could be a risk factor 
in the mother developing diabetes mellitus type 2 after 
the delivery in the future. GDM not only affects feto-
maternal health, but it can also cause psychological prob-
lems for women during and after pregnancy. This disease, 
which can cause major health problems, has been found 
in nearly 20% of pregnant women around the world and 
could be identified as a common public health problem 
[1]. Although GDM screening in the first trimester is 
not recommended for women [2, 3], early identification 
of women at high risk of developing GDM may be more 
important to support them at an earlier stage. Various 
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Abstract
Background We aimed to determine the best-performing machine learning (ML)-based algorithm for predicting 
gestational diabetes mellitus (GDM) with sociodemographic and obstetrics features in the pre-conceptional period.

Methods We collected the data of pregnant women who were admitted to the obstetric clinic in the first trimester. 
The maternal age, body mass index, gravida, parity, previous birth weight, smoking status, the first-visit venous plasma 
glucose level, the family history of diabetes mellitus, and the results of an oral glucose tolerance test of the patients 
were evaluated. The women were categorized into groups based on having and not having a GDM diagnosis and also 
as being nulliparous or primiparous. 7 common ML algorithms were employed to construct the predictive model.

Results 97 mothers were included in the study. 19 and 26 nulliparous were with and without GDM, respectively. 
29 and 23 primiparous were with and without GDM, respectively. It was found that the greatest feature importance 
variables were the venous plasma glucose level, maternal BMI, and the family history of diabetes mellitus. The 
eXtreme Gradient Boosting (XGB) Classifier had the best predictive value for the two models with the accuracy of 
66.7% and 72.7%, respectively.

Discussion The XGB classifier model constructed with maternal sociodemographic findings and the obstetric history 
could be used as an early prediction model for GDM especially in low-income countries.
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predictive models have been developed and validated 
for the early detection of GDM [4–6]. Classical statisti-
cal software was used to develop these models, however, 
the major limitation of these is that they do not have 
enough predictive power to be used as a routine ante-
natal screening program [4]. In order to overcome these 
limitations, machine learning-based algorithms have 
been employed to develop high-performance GDM pre-
dictive models [7–9]. However, there are limited stud-
ies on artificial intelligence (AI) based predictive models 
using the data of pregnant patients as clinical parameters 
in the literature.

In this study, we aimed to determine the best-per-
forming ML-based algorithm for predicting GDM with 
sociodemographic and obstetric features in the pre-con-
ceptional period.

Material-methods
We collected the maternal and pregnancy-related data 
of the patients who were admitted to the Eskisehir City 
Hospital, Obstetric Clinic between 01.01.2022 and 
31.12.2023 retrospectively after ethical approval had 
been obtained. We identified the inclusion criteria as:

  • Having hospital admittance in the first trimester of 
pregnancy.

  • Being >18 and < 40 years old.
  • Having spontaneous, non-anomalous, and singleton 

pregnancy.
  • Having all data for the socio-demographic 

information of the pre-conceptional period (age, 
Body Mass Index (BMI), smoking, venous plasma 
glucose level, family history of diabetes mellitus), 
obstetrics history (gravida, parity, the previous birth 
weight), and the results of an oral glucose tolerance 
test.

  • Not having a history of diabetes mellitus-related 
pregnancy disorders in previous pregnancies.

  • Not having a history of a macrosomic delivery.
  • Not having a diagnosis of diabetes mellitus.
  • Being nulliparous or primiparous.

The maternal age, Body Mass Index (BMI), gravida, par-
ity, previous birth weight, smoking status, the first-visit 
venous plasma glucose level, and the family history of 
diabetes mellitus were collected from the electronic hos-
pital records retrospectively.

After determining the participants of the study with the 
inclusion criteria, the patients were classified as no GDM 
and GDM. The diagnosis of GDM was made if there 
was at least one abnormal value (≥ 92, 180, and 153 mg/
dl for fasting, one-hour, and two-hour plasma glucose 
concentration, respectively, after a 75 g oral glucose tol-
erance test (OGTT) after the 24th gestational week. All 

pregnancies included in the study were then grouped as 
nulliparous or primiparous.

The Shapiro-Wilk test was used to test the normality of 
the variables in the analysis. Continuous variables were 
expressed as mean ± standard deviation, and categorical 
variables as frequency (percentage) and median (mini-
mum-maximum). The comparison of continuous vari-
ables that showed normal distribution between groups 
was made using the independent samples t-test, and the 
comparison of continuous variables that did not show 
normal distribution between groups was made using the 
Mann-Whitney U test. The relationship between categor-
ical variables between groups was made using the Chi-
Square test. In all analyses, a two-sided p-value < 0.05 was 
considered statistically significant.

The study was designed according to the principles of 
ML. The Extra Trees Classifier, Average (AVG) Blender, 
Light Gradient Boosting Machine (LGBM) Classifier, 
eXtreme Gradient Boosting (XGB) Classifier, Logistic 
Regression, and Random Forest Classifier techniques 
were used as ML algorithms. For machine learning, 80% 
of the data (belonging to 80 pregnant women) was used 
for training and the remaining 20% was used for testing. 
In the tests conducted with these models, the model suc-
cess rates were determined based on accuracy, sensitiv-
ity, and specificity values with confusion matrix metrics 
and the area under curve (AUC) graph in the receiver 
operating characteristic (ROC) curve analysis. Cross-val-
idation is a statistical method used to estimate the ability 
of machine learning models and is widely used in applied 
machine learning to compare and select a model for a 
given predictive modeling problem. A confusion matrix 
contains information on actual and predicted classifica-
tions performed by a classification system and the per-
formance of such systems is generally assessed using the 
data in the matrix. Independent variables that signifi-
cantly affect the GDM dependent variable were selected 
by the permutation feature importance method, which is 
based on a decrease in the model’s score when a single 
variable value is randomly shuffled. The Permutation Fea-
ture Importance Plot is given in Figs. 1, 2, 3 and 4.

Results
97 mothers were selected with strict criteria and included 
in the study (Fig.  5). These patients were classified as 
GDM detected and not detected according to the OGTT 
results. All mothers were then classified as nulliparous 
or primiparous. As shown in Tables 1, 19 and 26 nullipa-
rous were with and without GDM, respectively whereas 
29 and 23 primiparous were with and without GDM, 
respectively.

In the first part of the study, the nulliparous with and 
without GDM were analyzed statistically. The first-
visit venous plasma glucose level and maternal BMI 
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had statistically significant differences between the two 
groups (p = 0.017 and 0.002, respectively) as shown in 
Table  1, and these variables were the highest feature 
importance parameters among the six (Figs.  1 and 2). 

The ML algorithms were applied to the test data after the 
training dataset and it was found that the XGB Classifier 
model was the most powerful algorithm with the highest 
accuracy rate (66.7%) and AUC-ROC (55%) for predicting 

Fig. 4 Shapley additive explanations (SHAP) summery plot of feature selection model

 

Fig. 3 Feature importance charts of the group of the primiparous’ vari-
ables. 1: The first-visit fasting blood glucose level ˃92, 2: the family history 
of diabetes mellitus, 3: Smoking, 4: previous birth weight ˃ 4000 g, 5: Grav-
ida, 6: Age, 7: Body Mass Index

 

Fig. 2 SHapley additive explanations (SHAP) summery plot of feature selection model

 

Fig. 1 Feature importance charts of the group of the nulliparous’ vari-
ables. 1: The first-visit fasting blood glucose level ˃92, 2: Body Mass Index, 
3: the family history of diabetes mellitus
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GDM using the maternal sociodemographic findings and 
the obstetric history (Table 2; Fig. 6), with sensitivity and 
specificity of 80 and 50%, respectively (Table 3).

In the second part of the study, the primiparous with 
and without GDM were analyzed statistically. Only the 

first-visit venous plasma glucose level had statistically 
significant differences between the two groups (p = 0.01) 
as seen in Table 1, and the first-visit venous plasma glu-
cose level ˃92 mg/dl, the family history of diabetes mel-
litus, and smoking were the highest feature importance 

Table 1 The demographic and obstetric findings of the patients included in the study
Total Preg-
nant Women

Nulliparous Primiparous

GDM (n, %) 49.48% +
19, 42.2%

–
26, 57.8%

p +
29, 55.7%

-
23, 44.3%

p

Age (years) 28.25∓ 5.08 27.16∓ 5.07 27.03∓ 5.29 0.940a 29.21∓ 5.10 28.52∓ 4.45 0.614a

Gravida (mean ± std) 2.06∓ 1.10 1.21∓ 0.41 1.11∓ 0.32 0.390b 3.00∓ 1.07 2.52∓ 0.59 0.116b

BMI (mean ± std) 30.77∓ 4.02 31.39∓ 3.90 28.65∓ 4.08 0.017b 31.71∓ 3.70 31.35∓ 4.42 0.754a

Smoking (n, %) + 11(11.3%) 2 (10.5%) 2 (7.7%) 0.741c 4 (13.8%) 3 (13.0%) 0.937c

- 86 (88.7%) 17 (89.5%) 24 (92.3%) 25 (86.2%) 20 (87.0%)
Family History of Diabetes (n, %) + 31 (32%) 6 (31.6%) 3 (11.5%) 0.097c 15 (51.7%) 7 (30.4%) 0.123c

- 66 (68%) 13 (68.4%) 23 (88.5%) 14 (48.3%) 16 (69.6%)
The first-visit venous plasma glu-
cose level ˃92 mg/dl

+ 35 (36.1%) 9 (47.4%) 2 (7.7%) 0.002c 18 (62.1%) 6 (26.1%) 0.010c

- 64 (63.9%) 10 (52.6%) 26 (92.3%) 11 (37.9%) 17 (73.9%)
GDM: Gestational diabetes mellitus, BMI: Body Mass Index
aStudent t-test, bMann-Whitney U (Data is not normal), cChi-square

Table 2 Prognosis prediction results of different machine learning algorithms
Nulliparous Primiparous

Model Training Results Model Training Results

Test Cross Validation Test Cross Validation Test Cross Validation
Model Name ROC-AUC Accuracy ROC-AUC Accuracy ROC-AUC Accuracy ROC-AUC Accuracy
Random Forest 0.525 0.667 0.686 0.639 0.55 0.636 0.587 0.571
Logistic Regression 0.35 0.444 0.771 0.667 0.333 0.545 0.66 0.619
LGBM Classifier 0.5 0.556 0.5 0.583 0.5 0.545 0.5 0.571
XGB Classifier 0.55 0.667 0.629 0.639 0.733 0.727 0.59 0.619
AVG Blender 0.35 0.333 0.648 0.694 0.5 0.636 0.66 0.643
Extra Trees Classifier 0.425 0.667 0.762 0.639 0.933 0.818 0.562 0.5
AVG Blender: Average Blender, LGBM: Light Gradient Boosting Machine, XGB: eXtreme Gradient Boosting

Fig. 5 Flow chart of the study
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parameters among the six (Figs. 3 and 4). The ML algo-
rithms were applied to the test data after the training 
dataset and it was found that the XGB Classifier model 
was the most powerful algorithm with the highest accu-
racy rate (72.7%) and AUC-ROC (73.3%) for predicting 
GDM using the maternal sociodemographic findings and 
the obstetric history (Table 2; Fig. 7), with sensitivity and 
specificity of 40 and 100%, respectively (Table 3).

Discussion
GDM is one of the most common metabolic disorders of 
pregnancy and is related to the poor health outcomes of 
the pregnant woman/mother and/or the fetus/child. A 
pregnant woman with GDM would be more likely to have 
hypertensive disorders, cholestasis, and/or obstructed 
vaginal delivery. A mother with GDM has a higher 
chance of postpartum depression, kidney disease, type 
2 diabetes, and/or cardiovascular problems in later life. 
While macrosomia, preterm delivery, and stillbirth could 
affect the fetus of a pregnant woman with GDM, neona-
tal hypoglycemia and diabetes are more likely to develop 
later in the life of a child of a pregnant woman with GDM 
[1].

Despite the onset of GDM being usual in the second 
trimester of the pregnancy and the OGTT being rec-
ommended during this period, early identification of a 

high risk of developing the disease is important. Lifestyle 
changes, dietary regulation, and/or medication could 
be recommended to this group of pregnant women to 
reduce the incidence or severity of GDM-related dis-
orders in the early and later future. The risk factors of 
GDM have been well-described in the literature [1], and 
in our study, the family history of diabetes, the venous 
plasma glucose level, the higher maternal age, and BMI 
were identified as risk factors. Risk predictive mod-
els and nomograms for GDM in the pre-conceptional 
period and/or first trimester have been constructed with 
sociodemographic characteristics and biochemical find-
ings [4, 10–12]. However, the main limitations of these 
early screening programs were that the sample sizes 
were small, most did not have a prospective multi-center 
design, and they were not externally validated. To our 
knowledge, the only externally validated model for pre-
dicting GDM was The Monash model [4, 6]. A system-
atic review and meta-analysis of the screening programs 
declared that pre-diagnostic predictive models con-
structed with one, two, or several risk factors in the liter-
ature had poor performance and a lack of evidence [13].

ML algorithms are viewed as a possible solution to con-
struct predictive models with high performance in order 
to overcome the above-mentioned limitations. It is well 
known that ML algorithms have more advantages than 

Table 3 Classifier confusion matrix
XGB Classifier
Nulliparous Primiparous

GDM Yes No % Yes No %
Yes 4 1 80.0a 2 3 40.0a

No 2 2 50.0b 0 6 100.0b

XGB: eXtreme Gradient Boosting, GDM: Gestational diabetes mellitus

a: sensitivity b: specificity

Fig. 7 Receiver operating characteristic curve graphs of the primiparous 
variables

 

Fig. 6 Receiver operating characteristic curve graphs of the nulliparous’ 
variables
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traditional statistical methods as they can uncover rela-
tionships independent from the data structures and can 
provide highly stable predictions in small or large datas-
ets where correlations are often difficult to find. In addi-
tion, researchers have various ML models to help find 
the optimal algorithm [14, 15]. The ML-based models 
for predicting GDM in the first trimester were reviewed 
previously [4]. The sociodemographic characteristics, 
biochemical and ultrasonographic parameters, the family 
history of diabetes, and the obstetric findings were iden-
tified as variables to construct the models. Ye et al. did 
not detect any statistically significant differences in the 
prediction performance of ML algorithms for developing 
GDM, for this reason, the researchers chose conventional 
logistic regression methods [16]. No independent exter-
nal validated studies for ML-based predictive models 
have been reported, and more reports are still being pub-
lished to identify ML-based models with high accuracy 
and AUC [17–19].

ML-based predictive models using women’s health sta-
tus in the preconceptional period have more importance 
especially for women in remote or low-income rural 
areas, because, as is well known, it could be difficult for 
pregnant women living in these areas to be admitted to 
hospital. As a result, the risk classification of developing 
GDM can be based only on the patient’s medical, obstet-
ric, and family history instead of any biochemical or 
ultrasonographic parameters. It was also recommended 
that clinical needs and achievable parameters are more 
important than the accuracy of clinical decision support 
systems; as a result, excessive feature parameters that 
are difficult to obtain in routine medicine should not be 
selected for model construction [20]. For these reasons, 
we tried to construct predictive models based on ML 
with basic medical, obstetric, anthropometric, and family 
history variables. To create an effective model, we evalu-
ated pregnant women with or without a history of live 
birth in separate groups. In our study, the greatest feature 
importance variables were the first-visit blood glucose 
level, maternal BMI, and the family history of diabetes 
mellitus. These variables were also identified as signifi-
cant risk factors for GDM [21] and have been selected 
as the strongest feature importance factors for develop-
ing ML models previously [20]. The XGB Classifier with 
75.7% accuracy and 74.2% ROC-AUC [17], Artificial 
Neural Network with 70.3% accuracy and 83.3% sensitiv-
ity [18], Logistic Regression with 72.8% ROC-AUC and 
64.9% sensitivity [19], and Random Forest with 79.9% 
ROC-AUC and 75% sensitivity [22] have been detected 
previously as the best-performing algorithms for pre-
dicting GDM with the same feature important variables 
as our study in the preconceptional or early period of 
pregnancy. The most common ML algorithms (The Extra 
Trees Classifier, AVG Blender, LGBM Classifier, XGB 

Classifier, Logistic Regression, and Random Forest Clas-
sifier) were employed to develop the prediction model 
and these achieved a range of accuracy and ROC-AUC 
of 55–70% and 45–73%, respectively. Among these algo-
rithms, we found that the XGB Classifier had the best 
predictive value for the two models (Table 2). The accu-
racy of 77.8% and the 80% sensitivity indicate that our 
model is highly effective in identifying all true positive 
nulliparous instances of GDM (i.e., all women with GDM 
were correctly identified by the model). This high sensi-
tivity is critical in a healthcare context where failing to 
identify a GDM case could have significant negative con-
sequences for both the mother and the baby. However, 
the moderate AUC value of 0.55 suggests that the model 
may not be distinguishing well between true positive and 
false positive cases across all thresholds. This could be 
due to the nature of our data and the balance between 
GDM and non-GDM cases. In particular, the AUC score 
can be sensitive to the distribution of the data, especially 
in cases where there is an imbalance or specific charac-
teristics in the feature space that make differentiation 
challenging. The high sensitivity and accuracy indicate 
that while the model effectively captures true positive 
GDM cases, it may be less effective at avoiding false posi-
tives. This outcome aligns with our focus on ensuring 
that no GDM cases are missed (high sensitivity) even if 
it comes at the cost of accepting more false positives. We 
believe that this trade-off is acceptable and even desirable 
in the context of GDM prediction, where the priority is to 
ensure that all at-risk pregnancies are identified for fur-
ther monitoring and intervention. However, we acknowl-
edge that there is room for improvement in fine-tuning 
the model to better balance sensitivity and specificity, 
which could improve the AUC score. The low specific-
ity of 50% suggests that the model identifies a substantial 
number of false positive cases where the model predicts 
GDM, but the individual does not actually have the con-
dition. While this might lead to some women receiv-
ing additional monitoring or tests unnecessarily, the 
potential benefits of catching every possible GDM case 
outweigh the drawbacks in this context. This trade-off 
is often considered acceptable in screening scenarios, 
where the goal is to minimize the risk of missing any true 
cases. In our study, this balance between sensitivity and 
specificity reflects our prioritization of ensuring that all 
GDM cases are captured. This approach is particularly 
relevant in populations where the cost of missed diagno-
ses is high. We recognize that low specificity may lead to 
a higher number of false positives, and we aim to address 
this in future model refinements by exploring ways to 
improve specificity without compromising sensitivity.

The limitations of this study were that the dataset was 
limited and consisted of only Turkish pregnant patients. 
It is important to note that while small sample sizes can 
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indeed pose challenges in traditional statistical meth-
ods, this is not necessarily the case in machine learn-
ing. Machine learning models, especially when properly 
tuned and validated, are capable of extracting meaning-
ful patterns from limited data, provided that the data 
is of high quality and the feature set is appropriately 
selected. In our study, we employed techniques to miti-
gate the risks associated with a small dataset, such as 
cross-validation, which helps ensure that the model’s per-
formance is not overly optimistic and that it generalizes 
unseen data well. Furthermore, our model demonstrated 
robust performance metrics, which we believe validate 
its reliability even with the smaller sample size. Another 
point is that 48 out of the 97 women (49.48%) were diag-
nosed with GDM. This high prevalence was observed 
in a cohort even after excluding women with previous 
GDM and those who gave birth to macrosomic babies. 
This prevalence may appear elevated, particularly when 
compared to general population statistics. However, we 
intentionally included an equal number of women with 
and without GDM to ensure a balanced comparison 
between the two groups. Our primary aim was to clearly 
identify the relationships between various parameters in 
women with GDM, which might have been less discern-
ible with a more unbalanced cohort. This prevalence 
might also suggest a selection bias or limit the general-
izability of our findings to the broader Turkish popula-
tion, however, the study was not intended to reflect the 
actual prevalence of GDM in the general population. 
Instead, it was structured to optimize the training of the 
machine learning model by providing an equal repre-
sentation of GDM and non-GDM cases. This approach 
was necessary to enhance the model’s ability to distin-
guish between the two groups effectively. In addition, we 
excluded women with previous GDM and a history of 
delivering a macrosomic baby in a previous pregnancy. 
The rationale behind these exclusions was to focus our 
analysis on a population of pregnant women who had 
no prior history of GDM or related complications, thus 
minimizing potential confounding factors. By exclud-
ing women with known risk factors or previous diagno-
ses, we aimed to create a cohort where the development 
of GDM in the current pregnancy could be more closely 
associated with the parameters being studied, rather than 
with pre-existing conditions. This approach allowed us to 
identify potential indicators of GDM in a population that 
would not typically be flagged as high-risk based on their 
obstetric history. Furthermore, including women with a 
history of GDM or macrosomia could have affected the 
results, as these women are already more likely to develop 
GDM in subsequent pregnancies. Our goal was to exam-
ine the development of GDM in a population without 
these known predispositions, thereby highlighting the 

predictive power of the model in a broader and more 
generalizable group of women.

Other variables, such as lifestyle behaviors, which 
may play a role in the development of GDM, could not 
be included because of the retrospective design of the 
study. In addition, external validation of the dataset was 
not used to evaluate the predictive model. We identified 
having a history of diabetes mellitus-related pregnancy 
disorders and macrosomic baby delivery as exclusion cri-
teria because we could not obtain the data about these 
subjects from the electronic medical records available. 
The strength of this study is that we showed that the basic 
socio-demographic characteristics, the family history of 
diabetes, and only one venous plasma glucose level could 
have sufficient capacity to develop a predictive model for 
GDM. A further strength of this study is that the model 
we developed is specifically tailored to the Turkish pop-
ulation, which helps to minimize potential confound-
ing factors related to ethnic diversity. By focusing on a 
homogeneous population, we were able to eliminate the 
complexities and variations that may arise when applying 
a generalized model across different ethnic groups. This 
approach enhances the model’s accuracy and reliability 
within the Turkish context, making it more relevant and 
applicable for GDM prediction in this specific setting. 
Moreover, many existing machine-learning models for 
GDM prediction have been developed primarily for Cau-
casian and Asian populations [23]. The value of our study 
lies in its ability to address the unique demographic and 
genetic factors present in the Turkish population, which 
may differ from those in other ethnic groups. By high-
lighting this advantage, this research contributes to the 
growing body of research that recognizes the importance 
of developing population-specific models in the field of 
personalized medicine.

The interest in AI-based clinical decision support sys-
tems is increasing all over the world and these systems 
represent a major opportunity to improve the health of 
people living in countries with low levels of income. 
Externally validated predictive models based on ML algo-
rithms and with large datasets constructed from differ-
ent ethnicities with variables related to medical-obstetric 
family history, lifestyle factors, and physical information 
would be useful for the screening, diagnosis, and risk 
assessment of GDM in the pre-conceptional period or 
the first trimester and could improve maternal and fetus/
child health. This work serves as an initial step toward 
developing a reliable model for the early prediction of 
gestational diabetes, with the potential for refinement 
and validation in subsequent studies involving larger 
populations. In addition, there is a future research pos-
sibility of developing a similar machine learning model 
for GDM to postpartum Type 2 Diabetes progression 
for more effective early interventions in public health 
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settings. The transition from GDM to postpartum Type 
2 diabetes is a critical public health issue, as women with 
a history of GDM are at an increased risk of developing 
Type 2 diabetes later in life. Developing a machine learn-
ing model that predicts this progression could signifi-
cantly enhance early intervention strategies and improve 
long-term health outcomes for these women.
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