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Introduction
Preterm birth, defined as a live baby born before 37 
weeks of completed gestation, is the main factor in 35% 
of infant mortality [1, 2]. Each year, nearly 15  million 
infants are born prematurely worldwide, and more than 
1  million die from preterm birth and its complications 
before the age of 5 [3]. Of note, however, even those who 
survive are at significantly increased risk of disability [4] 
as well as a range of health problems such as diabetes [5], 
hypertension [6] and heart disease [7]. Survivors of pre-
term birth require frequent medical care, which adversely 
affect their quality of life and mental health, thus imposes 
an additional burden on the family economy and health 
care system [8]. Therefore, early identification of preterm 
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Abstract
Background  The purpose of this study was to construct a preterm birth prediction model based on electronic health 
records and to provide a reference for preterm birth prediction in the future.

Methods  This was a cross-sectional design. The risk factors for the outcomes of preterm birth were assessed by 
multifactor logistic regression analysis. In this study, a logical regression model, decision tree, Naive Bayes, support 
vector machine, and AdaBoost are used to construct the prediction model. Accuracy, recall, precision, F1 value, and 
receiver operating characteristic curve, were used to evaluate the prediction performance of the model, and the 
clinical application of the model was verified.

Results  A total of 5411 participants were included and were used for model construction. AdaBoost model has the 
best prediction ability among the five models. The accuracy of the model for the prediction of “non-preterm birth” was 
the highest, reaching 100%, and that of “preterm birth” was 72.73%.

Conclusions  By constructing a preterm birth prediction model based on electronic health records, we believe that 
machine algorithms have great potential for preterm birth identification. However, more relevant studies are needed 
before its application in the clinic.
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birth before its occurrence is crucial to help health care 
providers offer timely interventions to improve neonatal 
outcomes.

No standardized criteria have been developed regard-
ing the prediction of preterm birth due to the complex-
ity of the mechanism [9]. Currently, clinical assessment 
of preterm birth is mainly based on risk factor assess-
ment, cervical measurement, and biochemical marker 
assessment [10, 11]. However, despite their potential to 
identify specific preterm birth characteristics, not all of 
these assessment measures are therapeutically applicable 
to every pregnant woman due to a lack of safety or cost-
effectiveness [12]. For example, tests such as biochemical 
marker assessment and cervical measurement will place 
additional physical and psychological stress on the preg-
nant woman, meanwhile the cost of the tests increases 
the financial strain on the family [13].

An ongoing trend is to carry out an initial assessment 
of patient prognosis based on electronic health records 
(EHRs). EHRs are large, readily available, real-time 
databases that can be used to predict diseases [14], and 
their feasibility has been proven in a variety of diseases 
such as hypertension [15], heart disease [16], sepsis [17] 
and mental disorders [18]. In the field of preterm birth, 
the potential for the use of EHRs is even more strik-
ing. According to the standards of obstetric care, many 
countries advocate strongly for women to receive regu-
lar maternal examinations during pregnancy to ensure 
the safety. This enables more regular, more standardized, 
and more comprehensive recording of information on 
pregnant women in EHRs compared to other patients 
[19]. Within the factors related with preterm birth, a sub-
stantial proportion are documented in the EHRs, includ-
ing (1) maternal characteristics: parturient woman age, 
abortion, hypertension, diabetes, anemia, uterine abnor-
malities, scar uterus, pregnancy complicated with uterine 
fibroids, colonization of streptococcus agalactiae [20]; 
(2) fetal factors: abnormal weight, number of neck loops, 
fetal distress [21]; (3) current pregnancy: parity, pla-
centa previa, preterm premature rupture of membranes, 
multiple pregnancies, abnormal fetal position, prenatal 
hemorrhage, abnormal amniotic fluid volume, assisted 
pregnancy [22]. However, it is impractical to manually 
analyze large amounts of data across many pregnant 
women to make the correct decisions and advance inter-
ventions in a busy clinical setting. Manual assessment 
requires healthcare workers with high professional level, 
and due to the influence of the subjective judgment of 
healthcare workers, there is a higher risk of error.

Machine learning, a branch of artificial intelligence, 
can prospectively predict patient clinical outcomes by 
extracting information from data, and has been increas-
ingly used in the clinical settings in recent years [23]. 
Currently, there are also some studies using machine 

learning in the prediction of preterm birth [24]. How-
ever, in most studies, the datasets are relatively small and 
the input data used to predict preterm birth varies [25]. 
For example, H M, B M, S O, V F, K M, B C and J B [26] 
used the metabolic panels in amniotic fluid, while L Chen 
and Y Hao [27] used the images of electro-hysterogram 
(EHG). The exploration of models that can be trans-
formed and applied to clinical practice is still limited. 
[28].

Therefore, in this research, relevant information was 
extracted from the EHRs for the construction of a pre-
term birth prediction model. By constructing the model 
and interpreting its internals, a reference is provided for 
the development of a preterm birth prediction model 
that can be put into clinical practice.

Methods
Study design and dataset
This study used a retrospective cohort study design. 
The dataset comprised information on deliveries at the 
Second Hospital of Wenzhou Medical University from 
October 2019 to December 2020. To ensure data avail-
ability, mothers without complete medical records were 
excluded. Because of the lack of a specific sample size, 
which could lead to bias in the results, women with sys-
temic lupus erythematosus and psychiatric disorders and 
those who delivered malformed fetuses or stillborn fetus 
were excluded, although these may also be influential 
factors in preterm birth to some extent. This study was 
approved by the Ethics Committee of Wenzhou Medi-
cal University (No. 2,019,099). As a retrospective study, 
individual data were processed in this article in an anony-
mous way, and each piece of data remains unlinked to any 
individual, therefore consent was waived for this study 
with the permission of Wenzhou Medical University.

Data collection and preprocessing
Through literature review and expert group meetings, 
21 factors that may be risk factors of preterm birth were 
preliminaries identified, among which parity and num-
ber of neck loops were numerical variables, parturient 
woman age, abortion, placenta previa, preterm prema-
ture rupture of membranes, hypertension, diabetes, 
anemia, multiple pregnancies, abnormal fetal position, 
prenatal hemorrhage, uterine abnormalities, scar uterus, 
pregnancy complicated with uterine fibroids, fetal dis-
tress, colonization of streptococcus agalactiae, amniotic 
fluid traits, abnormal amniotic fluid volume, assisted 
pregnancy and fetal weight abnormality were classified 
variables. The above data were extracted from the elec-
tronic health record system, and the modeling variables 
were screened by unconditional multi-factor logistic 
regression.
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In this study, the dataset contained 119,042 records, 
and the number of deletion cases was 12 (including 5 
cases of Parity, 6 cases of number of neck loops and 1 
case of hypertension). Parity and number of neck loops 
are continuous numerical data, which can be used for 
curve fitting. The values on the curve were selected by 
random number table method to fill the missing values. 
As the number of missing cases of hypertension is too 
small and the interpolation fitting effect is not good, it 
was deleted.

Outcomes
The dependent variable was the outcome of preterm 
birth and was dichotomized into binary outcomes as 0 
and 1. Thus, preterm birth was recorded as 1, and non-
preterm birth was recorded as 0.

Screening of modeling variables
In this study, the non-conditional logistic regression 
method was used to select statistically significant inde-
pendent variables by univariate and multivariate analy-
sis; the outcome of labor was the dependent variable, 
and 21 suspected factors of preterm birth were indepen-
dent variables. The variables with statistical significance 
(P < 0.10) were analyzed by non-conditional multivariate 
analysis, and those with statistical significance (P < 0.10) 
in the non-conditional multivariate analysis were 
included as modeling variables (Table 1).

Establishing premature birth prediction model based on 
machine learning algorithm
In this study, a total of 5411 cases were divided into a 
training set comprising 4329 cases and a test set con-
sisting of 1082 cases in an 8:2 ratio. The training set was 
utilized for model training, while the test set served as 
internal validation. Experimental results were further val-
idated using 50% fold cross-validation. Prediction models 
were constructed employing logistic regression, decision 
tree, Naive Bayes, support vector machine, and AdaBoost 
algorithms with parameters specified in Table 2.

Evaluation of the prediction model
The area under a curve (AUC) of a receiver operating 
characteristic (ROC) curve, sensitivity, specificity, and 
F1 score were used to evaluate the performance of the 
model.

Clinical prospective verification of the prediction model
After comparing the five models, the prediction model 
with the best performance was chosen for external verifi-
cation. The data from pregnant women who gave birth in 
the same hospital from November to and December 2020 
were collected. The difference between the actual clini-
cal outcome of premature birth and the decision-making 

result of the predictive model was comparable, expressed 
as the accuracy (%).

Statistical method
SPSS 22.0 was used for data analysis. The 21 influenc-
ing factors and the outcome of premature birth were 
analyzed by logistic single factor analysis. According to 
the single factor analysis results, a stepwise regression 
method was utilized to screen the variables; P < 0.1 was 
regarded as statistically significant. Establish and verify 
different types of machine learning algorithms built on 
MATLAB.

Result
Baseline characteristics
Totally, the dataset contained 5943 participants between 
October 2019 and October 2020. After excluding 429 
participants with incomplete medical history informa-
tion, 6 participants with systemic lupus erythematosus, 
19 participants with a history of mental disorders, and 
78 participants with terminated pregnancies due to fetal 
malformations or stillbirths, a total of 5411 participants 
(633 preterm births and 4778 non-preterm births) were 
included and used for model construction (Fig. 1).

Identification of feature importance
Univariate analysis showed that diabetes, parturient 
woman age, amniotic fluid traits, fetal weight abnormal-
ity, abnormal fetal position, scar uterus, colonization of 
streptococcus agalactiae, prenatal hemorrhage, placenta 
previa, multiple pregnancies, preterm premature rup-
ture of membranes and preterm birth were significantly 
related with preterm birth (P < 0.10). The independent 
variables with statistical significance in univariate analy-
sis were included as predicting factors in the multi-fac-
tor unconditional logistic stepwise regression analysis, 
and finally eleven variables were statistically significant 
(P < 0.10), (Table 1).

Prediction results of five models
AdaBoost model has the best prediction ability among 
the five models, with an accuracy of 0.954, a recall rate 
of 0.985, a precision rate of 0.963, and a F1 value of 0.969, 
which is obviously better than the other four methods, as 
shown in Table 3. The AUC of the AdaBoost model was 
0.93, as shown in Fig. 2.

External verification of the model
The prediction model was clinically verified by data from 
100 randomly selected women who gave birth between 
November and December 2020. Among them, 89 cases 
were non-preterm birth and 11 cases were preterm birth. 
The accuracy of the model for the prediction of “non-pre-
term birth” was the highest, reaching 100%, and that of 
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Variables Non-preterm 
birth(N = 4778)

Preterm 
birth(N = 633)

Univariate analysis Multivariate analysis
P OR (95%CI) P OR (95%CI)

Parity 1.37 ± 0.68 1.49 ± 0.80 0.23 0.88(0.71~1.09)

Number of neck loops 0.38 ± 0.57 0.29 ± 0.53 0.15 0.83(0.64~1.07)

Parturient woman age 0.02 1.59(1.07~2.38) 0.05 1.48(1.00~2.19)

< 20 or > 35 453(79.3%) 118(20.7%)

≥ 20 and ≤ 35 4325(89.4%) 515(10.6%)

Abortion 0.63 0.87(0.50~1.52)

≥ 3 or adverse pregnancy 
history was 1

245(82.5%) 52(17.5%)

<3 4533(88.6%) 581(11.4%)

Placenta previa <0.01 4.62(1.86~11.52) <0.01 4.24(1.72~10.44)

Yes 21(30%) 49(70%)

No 4757(89.1%) 584(10.9%)

Preterm premature rupture of membranes <0.01 172.36(103.14~288.06) <0.01 164.76(99.06~274.03)

Yes 21(6.7%) 291(93.3%)

No 4757(93.3%) 342(6.7%)

Hypertension 0.99 0.99(0.48~2.08)

Yes 108(73.5%) 39(26.5%)

No 4670(88.7%) 594(11.3%)

Diabetes 0.05 1.46(1.00~2.14) 0.08 1.41(0.96~2.05)

Yes 448(75.3%) 147(24.7%)

No 4330(89.9%) 486(10.1%)

Multiple pregnancies <0.01 40.76(21.57~77.04) <0.01 41.90(22.91~76.63)

Yes 21(12.4%) 148(87.6%)

No 4757(90.7%) 485(9.3%)

Abnormal fetal position <0.01 2.58(1.72~3.85) <0.01 2.63(1.76~3.91)

Yes 247(60.2%) 163(39.8%)

No 4531(90.6%) 470(9.4%)

Prenatal hemorrhage <0.01 6.52(3.59~11.84) <0.01 6.67(3.68~12.09)

Yes 47(26.3%) 132(73.7%)

No 4731(90.4%) 501(9.6%)

Uterine abnormalities 0.38 1.95(0.44~8.69)

Yes 8(61.5%) 5(38.5%)

No 4770(88.4%) 628(11.6%)

Scar uterus <0.01 3.82(2.63~5.54) <0.01 3.55(2.52~5.00)

Yes 391(71.7%) 154(28.3%)

No 4387(90.2%) 479(9.8%)

Pregnancy complicated with uterine fibroids 0.30 0.73(0.41~1.31)

Yes 280(81.6%) 63(18.4%)

No 4498(88.8%) 570(11.2%)

Fetal distress 0.89 1.03(0.72~1.46)

Yes 273(90.1%) 30(9.9%)

No 4372(88.3%) 582(11.7%)

Doubt 133(86.4%) 21(13.6%)

Colonization of Streptococcus agalactiae 0.04 0.48(0.25~0.95) 0.04 0.49(0.25~0.95)

Yes 380(94.5%) 22(5.5%)

No 4398(87.8%) 611(12.2%)

Amniotic fluid traits 0.01 0.55(0.36~0.85) 0.01 0.56(0.37~0.87)

Abnormality 968(94.8%) 53(5.2%)

No abnormality 3810(86.8%) 580(13.2%)

Abnormal amniotic fluid volume 0.35 1.27(0.77~2.10)

No 4607(88.5%) 596(11.5%)

Too little 160(83.3%) 32(16.7%)

Table 1  Maternal Characteristics and the analysis results of logistic regression
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“preterm birth” was 72.73%. The results of the confusion 
matrix are shown in Table 4.

Influence of variables on predictions
The distribution of the variables incorporated in the Ada-
Boost prediction model is shown in Fig. 3. Preterm pre-
mature rupture of membranes is the most important risk 
factor of preterm birth, followed by multiple pregnan-
cies, placenta previa, prenatal hemorrhage, colonization 
of streptococcus agalactiae, scar uterus, abnormal fetal 
position, fetal weight abnormality, amniotic fluid traits, 
parturient woman age, diabetes.

Discussion
By extracting relevant information from the EHRs, a 
model that can be used for the initial assessment of pre-
term labor was identified using machine learning tech-
niques. This study demonstrates the potential of machine 
learning techniques for predicting preterm birth in busy 

clinical settings. Furthermore, by analyzing the weights 
of the influencing factors within the best model, a refer-
ence can be provided for the prediction of preterm birth.

In this study, 2 numerical variables and 19 categorical 
variables were used as independent variables to study 
the relationship between the binary categorical variable 
preterm birth, so the possibility of preterm birth was pre-
dicted by a binary logistic regression model. To compare 
with the logistic regression model, decision tree models 
and support vector machines were utilized due to their 
ability to directly process non-numerical data and handle 
missing values. Naive Bayes, known for its stable classifi-
cation efficiency, was also included in the research. How-
ever, the limitations of the above models in the research 
process, such as decision tree and naive Bayes are not 
strong in explaining models with large samples were 
observed, which aligns with the findings of this study. 
Considering that support vector machines are sensitive 
to missing data, an AdaBoost model was incorporated 
into the research. AdaBoost is a high-precision classifier 
that can construct sub-classifiers using various methods 
while maintaining simplicity without feature screening or 
concerns about overfitting. In this study, the prediction 
accuracy of the five models was relatively high, falling 
between 0.945 and 0.954 (mean 0.951 ± 0.004), which is 
higher than the previous average of 0.84 for preterm birth 
prediction models [25]. Among them, with the highest 
accuracy of 0.954, AdaBoost has an AUC of 0.93, suggest-
ing that the AdaBoost model was effective in predicting 
preterm birth and the model fit was good.

Investigation of factors influencing preterm birth is an 
essential foundation for predicting preterm birth. There 
are inextricable links between the influencing factors, 
which makes it harder to elucidate the specific mecha-
nisms by which preterm birth occurs in individuals. In 
this study, based on variable importance from the Ada-
Boost, major determinants of preterm birth are preterm 
premature rupture of membranes, multiple pregnan-
cies, placenta previa, prenatal hemorrhage, colonization 

Table 2  The Five model parameter settings
Model Parameter setting
Logistic Regres-
sion Model

Parameters were set to default values

Decision Tree The node splitting criterion was Gini diversity 
index, node partition mode was best, the maxi-
mum number of splits was 100, the maximum 
depth of the tree was unlimited, and other param-
eters were set to default values

Naïve Baye The function was Gaussian radial kernel function 
(RBF), the smoothing (alpha value) was 1, and 
other parameters were set to default values

Support Vector 
Machine

The penalty coefficient of error term was 1, the 
kernel was RBF, the kernel coefficient value was 
0.01, the multiclassification decision function was 
over, the model convergence parameter was 0.001, 
the maximum number of iterations was 2000, and 
other parameters were set to default values

AdaBoost The learner type was the decision tree, the 
maximum number of splits was 20, the number of 
learners was 30, and the learning rate was 0.1

Variables Non-preterm 
birth(N = 4778)

Preterm 
birth(N = 633)

Univariate analysis Multivariate analysis
P OR (95%CI) P OR (95%CI)

Too much 11(68.8%) 5(31.3%)

Anemia 0.40 1.19(0.80~1.76)

Yes 479(80.1%) 119(19.9%)

No 4299(89.3%) 514(10.7%)

Assisted pregnancy 0.68 0.89(0.52~1.54)

Yes 253(71.7%) 100(28.3%)

No 4525(89.5%) 533(10.5%)

Fetal weight abnormality <0.01 4.89(4.01~5.96) <0.01 4.92(4.04~5.98)

Normal 4529(93.5%) 317(6.5%)

Macrosomia 191(90.5%) 20(9.5%)

Low body weight baby 58(16.4%) 296(83.6%)

Table 1  (continued) 
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of streptococcus agalactiae, scar uterus, abnormal fetal 
position, fetal weight abnormality, amniotic fluid traits, 
parturient woman age and diabetes.

Preterm premature rupture of membranes had the 
highest weight of influencing preterm birth prediction. 
According to research, only about 8% of women with pre-
term premature rupture of membranes are able to heal 
[29]. The ruptured membranes allow the entry of external 
microorganisms into the amniotic cavity and result in the 
loss of amniotic fluid, which reduces the buffering capac-
ity of the uterine wall to protect the fetus [30]. As a result, 
it leads to an increased risk of various complications 

Table 3  Accuracy, precision, recall rate, and F1 value of the five 
models
Model Accuracy Recall Precision F1 value
Logistic Regression Model 0.953 0.987 0.960 0.970

Decision Tree 0.953 0.984 0.964 0.968

Naïve Bayes 0.945 0.964 0.974 0.954

Support Vector Machine 0.949 0.978 0.964 0.963

AdaBoost 0.954 0.985 0.963 0.969

Fig. 1  A flow chart for study population selection
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such as infection and fetal distress, which in turn further 
endangers pregnancy outcomes [31, 32].

Consistent with previous studies, multiple pregnan-
cies appear to be another important influencing factor 
for predicting preterm birth [33]. It has been shown that 
multiple pregnancies overstretch the uterus due to the 
larger space required for multiple fetuses, which can lead 
to uterine contractions [34]. This may raise the incidence 
of complications such as intrauterine growth restriction, 
abnormal fetal position, and intrauterine distress [35, 36]. 
In addition, for pregnant women, multiple births exacer-
bate the pressure on the circulation, thus increasing the 
risk of hypertension during pregnancy [37]. All of these 
changes may increase the risk of preterm birth.

Placenta praevia and prenatal hemorrhage are also 
relatively important factors in predicting preterm labor. 
Prenatal hemorrhage can be caused by a variety of fac-
tors, such as injury, excessive oxytocin, obstructed labor, 
scarred uterus, multiple pregnancies, excessive amniotic 
fluid, fetal malposition, etc. However, the most common 
causes of prenatal hemorrhage in late pregnancy are pla-
cental abruption and placenta praevia [38]. In women 
with anterior placenta, when the lower part of the uterus 
is extended, the placenta has difficulty in changing 
accordingly, causing displacement between them, which 
reduces the effective area of the placenta and thus limits 
the oxygen exchange and nutrient availability to the fetus. 
In addition, placenta praevia can easily be combined with 
placental implantation, which also increases the risk of 
hemorrhage and greatly affects the blood circulation of 
the fetus, limiting fetal growth and leading to preterm 
labor [39].

Based on the results of AdaBoost in this study, it is 
imperative to remain vigilant regarding preterm prema-
ture rupture of membranes, placenta praevia, and pre-
natal hemorrhage. Pregnant women should be educated 

Table 4  External verification results of prediction model
Actual outcome AdaBoost

Non-preterm 
birth

Preterm birth Ac-
curacy 
rate

Non-preterm birth 89 0 100%

Preterm birth 3 8 72.73%

Fig. 2  ROC curves of the AdaBoost model
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about identifying relevant risk symptoms to ensure 
timely medical assistance when early symptoms arise, 
thereby minimizing the likelihood of adverse pregnancy 
outcomes. Furthermore, greater attention needs to be 
devoted to managing the health of women with multiple 
pregnancies. They should adhere strictly to healthy diets 
and engage in moderate exercise in order to effectively 
control weight so as to prevent uterine overextension, 
which could potentially increase the risk of adverse preg-
nancy outcomes.

Previously, researchers have developed machine 
learning-based models for predicting preterm birth. 
For instance, T Khatibi, N Kheyrikoochaksarayee and 
MM Sepehri [40] constructed a preterm birth pre-
diction model by incorporating 112 variables such as 
demographic information (e.g., age, residence, educa-
tion level), disease history (hypertension, diabetes, mis-
carriage), and pregnancy conditions (placenta previa, 
premature rupture of membranes). However, the AUC 
of their final model was 0.68 which is lower than this 
study. This suggests that the number of variables used 
in model construction may not be critical; instead, it is 
more important to select influential factors highly corre-
lated with preterm birth. Rawashdeh H [41] utilized 19 
input variables to develop a predictive model for preterm 
birth using algorithms such as decision trees and random 
forests, achieving an AUC of 0.97, slightly higher than the 
present study. However, their inclusion of cervical length 
as a variable increased the burden on pregnant women 
during examinations. In contrast, this study constructed 
a safer and more convenient model by utilizing variables 
already recorded in EHRs at the time of obstetric exami-
nations, eliminating the need for additional tests. Fur-
thermore, few previous studies have conducted external 

validation when developing machine learning prediction 
models for preterm birth. In this study, on the basis of 
internal validation of the optimal model, external valida-
tion of the model was performed with a test dataset to 
further verify the feasibility.

The practical implementation of this model requires 
the integration of various resources and still faces chal-
lenges. Data based solely on EHRs inevitably mask char-
acteristics that are prone to temporal fluctuations, such 
as blood glucose and blood pressure. This may explain 
the insignificant effect of blood pressure on preterm 
labor and the relatively low ranking of the importance of 
blood glucose in this study. Therefore, in practical clini-
cal applications, healthcare professionals can leverage the 
convenience of the Internet or telephone to regularly col-
lect and update dynamic maternal information, thereby 
enriching the data source of predictive models. Further-
more, establishing an e-platform based on the preterm 
labor prediction model would facilitate seamless infor-
mation exchange and data collection. Pregnant women 
could timely upload and update relevant indicators while 
healthcare professionals integrate these new inputs with 
medical records to enhance preterm labor prediction 
using this model. However, it is important to acknowl-
edge that despite its utility, this current model may still 
exhibit inaccuracies in predicting a small subset of cases; 
hence further refinement through collaboration with 
experienced physicians is warranted.

One limitation of this study is the potential for retro-
spective leakage, as it relies heavily on EHRs. The reliabil-
ity of EHRs is constrained by the frequency of maternal 
contact with the hospital, such as prenatal check-ups and 
hospitalizations, which may introduce irregularity in data 
sources. Additionally, variations in recording methods 

Fig. 3  Ranking of variable importance
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and data accuracy due to different recording personnel 
involved could lead to biased results and undermine the 
representativeness of the data in reflecting true clinical 
situations. Our current model lacks specification regard-
ing its predictive accuracy for individual preterm births 
at different stages of pregnancy since it combines com-
prehensive data across an entire period of pregnancy. It is 
challenging to ensure that a model constructed based on 
such extensive data would exhibit consistent predictive 
accuracy in practical applications. Furthermore, using 
external validation derived from similar EHRs limits the 
generalizability and discriminatory validity when apply-
ing our model to other EHR systems. Given these limi-
tations inherent in retrospective studies, future research 
should focus on prospective studies to further explore 
the application of machine learning techniques in pre-
dicting preterm birth.

In this study, relevant information was extracted from 
the EHRs and used to construct a machine learning 
model for preterm birth prediction. All 21 parameters 
entered in our model can be obtained from EHRs. The 
model further confirms that preterm premature rupture 
of membranes, multiple pregnancies, placenta previa, 
prenatal hemorrhage, and colonization of streptococ-
cus agalactiae are high-risk factors for preterm birth. 
However, possibly due to an imbalance in the number of 
preterm and non-preterm births in the dataset, 30% of 
actual preterm births were incorrectly assessed as non-
preterm births by our model during external validation. 
We believe that these types of errors can be addressed 
by collecting data from multiple centers with larger data 
sizes. In a word, the feasibility of using machine learning 
techniques to predict preterm birth has been explored, 
yet before its real application in clinical settings, more 
expertise is needed and more scholars need to exploit a 
more systematic application model.
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